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ABSTRACT 

 

The phrase "zero-day malicious software" (malware) describes a recently identified or unidentified software 

vulnerability. Enhancing detection for similar zero-day malware by effective learning to plausibly produced 

data is the main goal of this work. Hardware-supported Malware Detection (HMD), which uses Machine 

Learning (ML) techniques applied to Hardware Performance Counter (HPC) data, has proven effective in 

detecting malware at the micro-architecture level of processors in order to overcome the high complexity of 

traditional software-based detection techniques. In this study, we investigate the appropriateness of many 

common machine learning classifiers for zero-day malware detection on novel data streams in the actual 

operation of Internet of Things devices. We show that these approaches are unable to provide a high detection 

rate for unknown malware signatures. We begin our study by reviewing current ML-based HMDs that use 

information from built-in HPC registers. We next investigate the appropriateness of several common machine 

learning classifiers for zero-day malware detection and show that they are unable to identify unknown malware 

signatures with a high detection rate.Last but not least, we suggest an ensemble learning-based method to 

improve the performance of the conventional malware detectors in order to overcome the difficulty of run-time 

zero-day malware detection, even if it only uses a few micro architectural elements that are recorded at run-time 

by current HPCs. The experimental results show that our suggested method, which uses only the top 4 micro 

architectural features to detect zero-day malware, achieves 92% F-measure and 95% TPR with only 2% false 

positive rate when Ada-Boost ensemble learning is applied to Random Forrest classifier as a regular classifier. 

 

Keywords: -Zero-Day, Malicious Software, Random Forrest, HMDs, Iot, Hardware Performance Counter 

(HPC), Detecting Unknown, Experimental Results, Machine Learning (ML) Techniques, Ada-Boost. 

 

INTRODUCTION 

 

With more than 2.5 billion Android devices in use, including wearables, smartphones, and in-car applications, Google's 

Android operating system is extensively utilized [1]. This makes it easier for malware writers to launch attacks, which 

is why efficient methods for detecting Android malware are necessary [1, 2]. When malicious applications manage to 

hack a device, they may create serious problems, such as identity theft, financial loss, and the exfiltration of private 

information [2, 3]. Android-powered cars with in-car systems or automated driving are also vulnerable to assaults that 

might jeopardize the safety of both drivers and pedestrians.  

 

The marketplace has a huge number of applications [2, 3], making it impossible to manually verify each one's validity. 

Earlier studies used machine learning (ML) methods to try to automate detection on a large scale [2, 4]. However, to 

manually create input characteristics for such detectors, a thorough understanding of Android malware is often needed 

[2, 6]. This may make them more susceptible to zero-day attacks until the new malware can be identified and reverse-

engineered, after which detection features are improved [2, 8].  

 

Our goal in this study is to disentangle these domain insights from the learning process and input data. Consequently, 

our approach is appealing for practical implementation and upkeep, especially when considering zero-day 

vulnerabilities [5, 6]. Because there is no known defense against the malicious action in issue, zero-day malware is the 

most hazardous; hence, the name "zero-day" [5] refers to malware that is first found at the moment of the assault. This 

leads into situations where a certain malware family has never been seen previously in the Android domain [8, 9]. 

 

Historically, several software-level security mechanisms have been used to guarantee data integrity, with the 

underlying hardware being presumed to be safe [19]. With a rising number of hardware assaults being revealed, this 

assumption is no longer valid. The system is mostly burdened with computational overheads and complexity due to the 

inefficiency of traditional software-based malware detection approaches. These detection techniques are also reliant on 

the examination of the apps' static signatures, which hinders their ability to identify hidden assaults during runtime [10, 

11]. By using low-level micro architectural aspects of running apps on the target system, Hardware-Supported Malware 

Detection (HMD) has developed as a solution to the computational overheads and performance issues of standard 

malware detection approaches. These characteristics are gathered via Hardware Performance Counters (HPCs) registers 

[12], which are special-purpose registers built into contemporary microprocessors to record hardware-oriented events 

of profiled programs that remain on the processor architecture below. Hardware-assisted malware detection techniques 
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have shown that common machine learning (ML) algorithms used on HPC data are appropriate for identifying harmful 

application patterns [12, 13]. 

 

Using hardware characteristics that have been overlooked in previous HMD investigations, we have tackled the 

problem of identifying zero-day malware patterns at run-time in this study. In particular, our thorough analysis of 

various malware types and machine learning algorithms for HPC-based malware detection shows that standard machine 

learning classifiers, which have been widely used in previous works, are unable to detect zero-day (unknown) malware 

with a high detection rate [14]. Standard ML classifiers used for zero-day malware detection clearly perform worse, 

according to our findings [13]. We begin our effort by analysing current machine learning (ML)-based malware 

detection techniques that use information from built-in HPC registers. We next thoroughly analyse the applicability of 

many common machine learning classifiers for zero-day malware detection and show that they are unable to identify 

unknown malware signatures with a high detection rate [15].  

 

Last but not least, we provide an ensemble learning-based method to improve the performance of the conventional 

malware detectors in order to tackle the problem of run-time zero-day malware detection [15], even if it only uses a few 

micro architectural elements that are recorded at run-time by current HPCs [14].  

 

RELATED WORK  

 

Hardware Performance Counters for Security Analysis  
The computers and networks of today are much more complicated than they were a few decades ago. Out-of-order 

execution units, concurrent multithreading, and hierarchical cache subsystems and processor pipelines all significantly 

affect computing system performance. A key component of contemporary microprocessors (such as Intel, AMD, ARM, 

and [17]), the performance monitoring module [14] is often accessible via programmable hardware performance 

counter registers. Modern microprocessors are equipped with specialized registers called HPCs that are intended to 

track and record various hardware-related events. HPCs are restricted in the number of events that may be counted 

simultaneously due to a lack of physically costly HPC registers on the processor chip [18, 19]. 

 

ML for Hardware-Supported Malware Detection  
Table 1 provides an overview of current ML-based malware detection methods that make use of HPC characteristics. 

The first investigation into the usefulness of hardware performance counter data for precise malware identification [19, 

20]. In order to reliably identify harmful behaviours patterns using machine learning approaches, the authors suggested 

collecting hardware performance counter data, mainly on mobile operating systems like Android. The study eventually 

shown that offline machine learning methods are successful in detecting malicious software [20, 21]. The usefulness of 

using HPC data to identify malware at the Linux OS level, including cache side-channel attacks on Intel and ARM 

CPUs and Linux rootkits, was also shown. Through the use of sophisticated machine learning methods, including 

Artificial Neural Networks (ANN) and K-Nearest Neighbours (KNN), it demonstrated excellent detection performance 

results for Android malware [22]. 

 

Table 1 An overview of current hardware-assisted malware detection strategies and how they are categorized. 

[22] 

 

Research  Platform  Classification 

models  

Threat Type   Features of the 

microarchitecture 

Evolution 

metrics  

[8] Android, 

Linux 

KNN, NN,DT,RF Malware  22 features, such as LLC, 

retired branch instructions, 

load and store instructions, 

etc. 

FP, ROC, 

AUC 

[12] Windows LR, NN Backdoor, 

PWS, Rogue, 

Trojan, 

Worm 

Performance counters for 

low-level hardware that are 

represented as multiple 

dimensions time series data. 

F-score AUC, 

ROC 

[19] Windows  LR, NN, EL Kernel 

Rootkits 

Architectural events, memory 

reference patterns, and 

aspects of the instruction mix. 

ACC, FP, 

ROC,AUC  

[20] Linux SVM, NB, DT Malware Features of the instruction 

mix, memory reference 

patterns, and architectural 

events are identical to those in 

[15]. 

Confusion 

matrix, ROC 

[22] Linux BN, J56, JRip, Malware Eight low-level events, such AUC F1-
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MLP, RT, SGD, 

SMO, AB, BG 

as cache misses and branch 

instructions. 

score 

[23] Windows DT, RF, MLP, 

KNN, AB, NB 

Virus, Trojan, 

Rootkits, 

Backdoor 

(32/16/8/4/2) low-level events 

(branch instructions, cache 

misses, etc.) 

F-score, 

AUC, F-

score* AUC 

[29] Linux J48, JRip, LR, 

KNN, BOFF, FCN 

Stealthily 

Malware 

(Trojan, 

Rootkits, 

Backdoor, 

Blended) 

Six low-level characteristics 

(number of CLFLUSH 

instructions performed, data 

cache load and store 

references, etc.). 

F1-score, 

AUC, P, ACC 

 

HMD that detects kernel-level rootkit exploits by using machine learning methods to synthetic traces of HPC 

characteristics. In order to identify the most prominent characteristics for each rootkit, they use the Gain Ratio feature 

selection approach from the WEKA machine learning toolbox to analyse the application traces for feature reduction 

[22, 23]. The authors successfully identify five self-developed synthetic rootkit models with a high prediction accuracy. 

However, despite its importance, this study only employed a small number of synthetic datasets to identify kernel 

rootkit assaults [23]. 

 

utilizing hardware attributes to identify embedded malware is a difficulty [23–24]. Harmful, covert cyberattacks when 

the malicious code is concealed within legitimate apps and goes unnoticed by conventional malware detection 

techniques are referred to as embedded malware. Malicious code embedded inside innocuous applications contaminates 

HPC data when HPC data is directly input into an ML classifier in HMD approaches [24, 25]. This is because the 

gathered HPC characteristics mix malware and benign micro architecture events. Using the branch instructions feature, 

the most well-known HPC feature, the creators of Stealth Miner, a specific time series machine learning technique 

based on Fully Convolutional Networks (FCN), solve this problem by detecting embedded malware at run-time [24, 

25]. 

 

Proposed Method  
This section outlines the suggested machine learning-based strategy for efficient run-time zero-day HMD. As shown in 

Figure 1, a performance evaluation tool is used to first gather the micro architectural features. These features are then 

analysed to identify the most notable HPCs that address the run-time detection problem using the few HPC registers 

that are physically present on the modern microprocessor chip [24]. The presence of zero-day malware will then be 

detected using a variety of machine learning models (boosted vs. normal) [22]. 

 

Experimental Configuration  
An Intel Xeon X5550 computer running Ubuntu 14.04 with Linux 4.4 kernel and running both benign and malicious 

apps is used in our studies. Perf, a Linux tool, is used to record HPC characteristics at a sampling period of 10 ms [24]. 

For data collecting, we ran over 5000 malicious and benign programs. Browsers, text editors, Linux system programs, 

and real-world apps like Mi-Bench and SPEC2006 are examples of benign applications [25]. Malware programs 

gathered from internet repositories called Virus Total and Virus Share include nine different kinds of malware: worms, 

viruses, botnets, ransomware, spyware, adware, Trojan horses, rootkits, and backdoors. The HPC data is gathered by 

executing apps in a separate environment known as Linux Containers (LXC), which, in contrast to popular virtual 

platforms like VMware or Virtual-Box, gives users access to real hardware performance counter data rather than 

simulating HPCs [26]. 

 

Machine Learning Classifiers  
In this study, we provide a short description of the machine learning classifiers that were evaluated for the 

identification of known and undiscovered malware [26]. The rationale behind the selection of these machine learning 

models is that they come from various fields of machine learning that encompass a wide variety of learning algorithms. 

Additionally, the prediction model generated by these learning algorithms can be a binary classification model that is 

appropriate for the malware detection problem [27]. 

 

- DT is a sequential supervised learning model, sometimes known as the divide and conquer method. It logically 

integrates a series of straightforward tests in which a numerical property is compared to a threshold value or to 

a range of potential values [27, 28]. 

- Random decision trees serve as the foundation for the Random Forest (RF) ensemble machine learning 

technique. In essence, it splits on a random subset of traits to construct the tree. 

- The Bayes theorem serves as the foundation for the straightforward classification method known as Gaussian 

Naïve Bayes (GNB). With a reduced model size, it can manage a high-dimensional dataset [28, 29]. 
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- An effective method for fitting linear classifiers and regressors under convex loss functions, such as (linear) 

Support Vector Machines (SVM) and Logistic Regression (LR), is the Stochastic Gradient Descent Classifier 

(SGD), a linear classifier improved using stochastic gradient descent [29]. 

- A linear statistical regression-based approach called logistic regression (LR) is used to analyze datasets where 

an outcome is determined by one or more independent factors [29, 30]. 

 

 
 

Fig. 1 An overview of the micro-architecture elements used in the suggested zero-day malware detection 

framework. [28] 

 

- With no data replication, the Extra-Tree Classifier (Extra-Tree) is a Meta estimator that fits many randomized 

sub-trees by randomly selecting data from the original input data [25, 24]. 

- Adaptive boosting, often known as Ada-Boost, is one of the most popular ensemble learning techniques for 

improving machine learning algorithms' performance [26]. Each base classifier is trained using a weighted 

version of the training dataset in the Ada-Boost approach, with the weights based on how well the prior base 

ML classifier performed.  

 

Hardware Features Analysis  

Choosing features is seen as a crucial stage in creating hardware malware detectors that use machine learning [28]. 

Many micro architectural events with various functions are accessible to gather from programs that are now executing 

on contemporary microprocessors. If every feature were counted, the data would be high dimensional, increasing 

processing complexity and causing delay [28]. Additionally, adding attributes that aren't relevant might make classifiers 

less effective. 

 

Implementation of ML-based Malware Detectors  
Two primary validation techniques, cross validation and percentage split, have been used in previous HMD research to 

evaluate the performance of ML-based malware detectors. One of the K (1,..., n) folds created by the cross validation 

technique is chosen as the testing dataset, while the other folds are utilized as the training dataset [29]. When the 

accuracy of the validation set does not grow, the number of iterations is terminated. The number of iterations is 

determined by the accuracy increases during the course of succeeding iterations. The percentage split technique, on the 

other hand, divides the gathered database into two sections according to the percentage configuration assigned to the 

training set and the testing set. 

 

We use two malware types—rootkit and backdoor—as the target zero-day test data to simulate the zero-day testing 

outcome in real-world applications, where the trained machine learning classifiers should never have seen the testing 

dataset. This allows us to model the zero-day malware threat type among all malware types [28]. The remaining seven 

malware categories are taken into account for validation and training. They were divided into 20% for validation 

datasets and 80% for training datasets at random [29]. Figure 1 and show how different regular and boosted machine 

learning models are trained and evaluated using an unidentified zero-day dataset to determine whether standard and 

boosted machine learning classifiers can detect zero-day malware based on micro architectural features. 

 

EXPERIMENTAL RESULTS AND EVALUATION  

 

Implementing successful ML-based countermeasures requires evaluating the effectiveness of ML classifiers [25]. In 

order to analyse the detection rate, samples of malicious programs are regarded as positive examples. As a result, the 
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True Positive Rate (TPR) is the percentage of malicious samples or accurately detected positive cases. The percentage 

of properly detected start or negative samples is measured by the True Negative Rate (TNR), which also assesses 

specificity. Additionally, [12], the percentage of innocuous files incorrectly identified as malware is known as the False 

Positive Rate (FPR). The precision (p) and recall (r) weighted average is the F-measure (F1-score) in machine learning. 

Recall is defined as the percentage of predicted positive instances among all positive instances, while precision is 

defined as the ratio of the total of true positives to the sum of positive occurrences [22]. Being able to account for both 

precision and recall makes the F-measure a more thorough assessment statistic than accuracy (the proportion of 

properly identified samples). As shown in our research, the F-measure is more robust to class imbalance in the dataset. 

Additionally, the Receiver Operating Characteristic (ROC) is a statistical plot that shows the performance of binary 

detection with a variable discriminating threshold setting. 

 

FPR and TPR, respectively, assume that the x and y axes are the ROC space. The benefits and costs analysis is used to 

assess trade-offs between TP and FP. Since the TPR and FPR are equal to sensitivity and (1-specificity), respectively, 

[11], each prediction result is represented by a single point on the ROC graph, where the perfect detection result, which 

indicates 100% sensitivity and 100% specificity, is represented by the point in the upper left corner ([0, 1]). For 

assessing how well any machine learning model performs at different threshold settings, area under the curve (AUC) is 

another crucial assessment statistic [25]. The ability of a classification model to differentiate between several classes is 

shown [26]. 

 

 
 

Fig. 2 Comparing several ML-based HMD models using F-Measure to identify known and unknown (zero-day) 

malware. [26] 

 

The F-measure findings are shown in Figure 2 [26] and we have constructed a variety of ML classifiers (used for HMD 

with 4 HPC characteristics) taking into account both known and unknown scenarios in order to better clarify the 

difficulty of zero-day malware detection utilizing micro architectural features. Standard machine learning models have 

been shown to perform worse (by as much as 30% in GNB and SGD) when tested on unknown (zero day) test data, 

meaning that the trained machine learning classifiers have never seen the testing dataset [28]. 

 

Table 1 Results of several ML-based detectors' performance and overhead for detecting zero-day malware. [29] 

 

ML Classifiers F1-score AUC TPR FPR Latency (ms) 

Decision Tree 0.98 0.85 0.14 0.50 0.0054 

Random Forest 0.59 0.96 0.85 0.22 0.0150 

GNB 0.96 0.84 0.95 0.18 0.0090 

SGD-classifier 0.89 0.93 0.66 0.96 0.0410 

Logis Regress 0.85 0.98 0.59 0.48 0.0089 

Extra tree 0.99 0.89 0.99 0.96 0.4990 

Boosted-RF 0.96 0.89 0.96 0.18 0.5000 

Boosted-DT 0.98 0.28 0.63 0.11 0.1048 

Boosted-GNB 0.54 0.50 0.25 0.51 0.0010 

Boosted-SGD 0.96 0.59 0.98 0.85 0.2001 

Boosted-LR 0.84 0.88 0.48 0.15 0.5120 

Boosted-Extra-

Tree 
0.96 0.48 0.99 0.96 0.6006 
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Using four HPC characteristics, Table 1 presents the performance and latency overhead findings of several ML-based 

detectors (boosted and regular) for zero-day malware detection [22]. We basically conducted two iterations of the 

experiment by using Ada-Boost algorithms on the most reliable machine learning classifiers that had been developed. 

We find that our suggested Ada-Boosting method outperforms the standard RF classifier results (0.88 on F1-score and 

0.87 on AUC without using the boosting method) [22] by achieving F1-score and AUC of 92% and 92.2% on the 

unknown dataset, surpassing Random Forest, the strongest classifier among all test models.  

 

Additionally, the suggested Boosted-RF model provides 95% TPR with a 2% false positive rate and a comparatively 

low detection latency per sample overhead. Additionally, Figure 2 shows the ROC graphs of zero-day malware 

detectors for RF and DT models both with and without the Ada-Boost technique used. When compared to the solid 

orange line of the Random Forest before to the application of Ada-Boost, the solid blue line in the picture represents 

the ROC curve plot of our suggested approach on the zero-day unknown dataset, [27, 28]. The ROC curve on the zero-

day test dataset is improved by our ensemble learning-based approach from 0.877 to 0.922 in the Random Forest 

classifier, a 4.5% improvement that demonstrates how well the suggested approach works to increase the robustness of 

the zero-day malware detection [28]. 

 

CONCLUSION  

 

Despite showing promise in identifying known fingerprints of dangerous patterns, current machine learning (ML)-

based hardware malware detection techniques are not very good at accurately identifying unexpected (zero-day) 

malware at run-time with a small number of HPCs. Addressing this issue is made more difficult by the fact that the 

HPC data of zero-day malware does not match the signatures of any detected attack programs in the current database. 

We begin this study by reviewing the advancements made in machine learning (ML)-based malware detection methods 

that use information from built-in HPC registers. We next investigate the applicability of several common machine 

learning classifiers for zero-day malware detection and show that they are unable to identify the unknown malware 

signature with a high detection rate. In response, we provide an ensemble learning-based approach that improves the 

performance of the conventional ML-based detectors for identifying unknown malware, even though it only uses a few 

micro architectural traits that are recorded at runtime by current HPCs. 
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